
Towards automatic essay scoring of Basque language texts from a rule-based approach 

based on curriculum-aware systems 

Text classification of writing and reading materials is laborious and sometimes hard to do 

manually. Teachers that do not have a linguistic background do not feel confident in this task, but 

in some languages, researchers can use automatic text classification tools to point safely to some 

measures (TTR, PoS-based measures…). However, this task is difficult to address for low 

resourced-languages. Using these measures could be difficult for teachers as far as these measures 

do not follow the language curriculum or the learning stage of the student. If automated systems 

can describe the curriculum or the learning stage of the student in a way that the teachers can 

understand or employ, this would be very useful, and teachers will have an additional source of 

information where they could offer more adapted materials and teaching. 

This work aims to explore rule-based models (Bick & Didriksen, 2015) to grade written learner 

texts. The objective is, in principle, to lighten the burden on teachers in the correction task. 

Previous work (Zupanc & Bosnic, 2016) emphasises the role of automatic systems to help 

teachers: “Automated essay evaluation represents a practical solution to a time-consuming, 

labour-intensive and expensive activity of manual grading of student's essays”. Furthermore, this 

approach could help to define grading criteria that is more standard and less evaluator-dependent. 

In particular, we focused on all the Common European Framework of Reference for Languages 

(CEFR) from B1 to C2. To do that, we followed a curriculum-based and language-based 

approach. We adapted the adult Basque learner curriculum (HEOC, HABE 2015), the Basque 

curriculum based on the CEFR, to create a rule-based grammar for Basque. Using this grammar, 

we labelled all the linguistic features corresponding to each of the aforementioned levels. 

There have been other studies of automatic classification for the Basque language but from 

different approaches (Castro et al., 2008; Zipitria et al., 2010; Zipitria et al., 2011; Olaizola, 2022). 

We expand on these works and study how automatic text classifiers can benefit from a 

linguagrammar, the formalisation of the linguistic expressions described in the HEOC. 

Other similar works include a system for the Arabian language (Alqahtani & Alsaif , 2019) as well 

as feature-based machine learning approaches for Estonian (Vajjala  & Loo, 2014) and 

monolingual, cross-lingual, and multilingual classification with three languages: German, Czech 

and Italian  (Volodina et, al. 2016). For Estonian, the best model reported by Vaijala & Loo (2014) 

reaches a prediction accuracy of 79%. 

Regarding the automated essay-scoring task, Lin et al. (2021) conducted an automatic assessment 

using Automatic Essay Scoring systems (AES). Gaillat et al. (2022), in their work, showed  that 

early approaches were rule-based, but latter systems relied on probabilistic models based on 

Natural Language Processing (NLP) methods that exploit the corpus of learners. In their proposal, 

they presented a machine learning approach. 

In our approach, the Basque CG3 grammar contains 296 rules that add language level 

information. These rules are based on the linguistic indicators described for each level in the 

HEOC. The grammar is cumulative, meaning that each level encompasses all the features and 

linguistic phenomena of the levels below it. This entails the need to find indicators that are 

determinant when classifying a text at the appropriate level. 

We applied this grammar to a student corpus, annotating each instance of the linguistic forms 

collected in HEOC for each level. We found which rule is relevant to distinguish each CEFR level 

using standard feature selection algorithms (that evaluate the weight of an attribute by measuring 

the information gained concerning to the class) and machine learning techniques. Results show 

that for C1 level, the most important linguistic features are related to the verbal system, 



morphological cases, connectors and some subordinate clauses, whereas in B2 level, the most 

relevant features correspond to the use of a series of particles.  

We plan to combine this curricular knowledge about linguistic features with a deep learning 

approach using large language models. The aim is to provide more information on the output, and 

point to the factors that contributed to the automatic scoring, creating a more explainable system 

and provides some type of feedback that the teachers and students can use in their language 

development.  

As for the future, we plan to complete the grammar with two modules: a) the mal-rule module: to 

capture the incorrect use of the linguistic features and b) the correct rule module: to determine the 

correctness of linguistic constructions for each level. The rule-based module will be integrated 

into the Common Text Analysis Platform (Chen & Meurers, 2016), as another curriculum-based 

input to general complexity analysis. 
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